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ETHICAL	IMPLICATIONS	OF	AI:		

ASSESSING	TRUSTWORTHY	AI	IN	PRACTICE		



HUMAN	RIGHTS	IMPACT	ASSESSMENT	(HRIA)	
	

(as	mainly	derived	from	the	UN	Guiding	Principles	on	Business	and	
Human	Rights	and	other	legal	documents	–	from	the	last	class)		

	

§  [e.g.]	A	process	for	idenJfying,	understanding,	assessing	&	addressing	
impact	of	business	project	or	acJviJes	on	human	rights	of	the	
impacted	right-holders.		

§  Impact	assessment	comes	with	different	phases	or	steps,	all	of	
which	to	be	used	for	assessment		

	

§  UN	agencies,	governments,	companies	have	conducted	human	rights	
impact	assessment	in	the	tech	sector	–	recently	including	AI			

	

§  [for	instance,	as	uploaded	@	course	webpage)	



HUMAN	RIGHTS	IMPACT	ASSESSMENT	
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HUMAN	RIGHTS	IMPACT	ASSESSMENT	(HRIA)	

	
	

§  [1]	Preliminary	stage	–	ObjecJves	and	Features		
	

§  [2]	Planning	&	Scoping	I	–	IniJal	Assessment	
	

§  [3]	Planning	&	Scoping	II	–	Whose	rights	&	Whose	obligaJons?		
	

§  [4]	Looking	into	the	Development	Process	with	QuesUons	:	Data	&	Algorithmic	
Development		

	

§  [5]	Measuring	–	The	Impact	of	AI	System	of	Your	Choice	&	Its	Seriousness		
	

§  [6]	EvaluaUng	with	Some	Parameters	(necessity,	subsidiarity,	balancing	&	
proporJonality	etc.)		
	

	

Possible	Roadmap	for	Human	Rights	Impact	
Assessment	concerning	your	project		



HRIA	FOR	THE	PROJECT	

	

Hello	Barbie	:	(Produced	by	MaXel)	
	

	

§  ObjecUves	–	[e.g.]	social,	poliJcal,	economic,	cultural,	and/or	
administraJve	objecJves	to	be	achieved	by	using	and	developing	the	
AI	system	of	your	choice	

	

§  Features	–	main	features	of	the	product,	service	and/or	system	and	
the	context	in	which	it	will	be	used		

	

[1]	Preliminary	stage	–	ObjecJves	and	Features		
		



	

[1]	Preliminary	stage	–	ObjecJves	and	Features		
		

	

§  An	interacJve	doll	produced	by	MaXel	as	IoT	device	–	equipped	
with	speech	recogniJon	systems	&	AI-based	learning	features		

	

[The	design	goal	was	to	provide	the	doll	with	the	following]		
	

§  (i)	programmed	with	more	than	8000	lines	of	dialogue	hosted	
in	the	cloud,	enabling	the	doll	to	talk	with	the	user	about	
“friends,	school,	dreams	and	fashion”		

	

§  (ii)	speech	recogniUon	technology	acJvated	by	a	buXon	on	the	
doll’s	belt	buckle		

	

§  (iii)	equipped	with	a	microphone,	speaker	and	LEOs	embedded	
in	the	doll’s	necklace,	which	light	up	when	it	is	acJve	

	

§  (iv)	a	Wi-Fi	connecJon	to	provide	for	two-way	conversaUon				



HRIA	FOR	THE	PROJECT	

	

You	need	to	do	some	desk	research		

	

§  [A]	LisUng	out	the	rights	and	freedoms	–	potenJally	impacted	by	the	
AI	system	of	your	choice		

	

§  [B]	(Just	roughly)	thinking	about	what	kind	of	domesJc,	regional,	
internaJonal	legal	instruments	relevant	to	evaluaJng	the	system	
(legislaJons	and	guidelines	related	to	those	rights	you’ve	listed	out)		

	

àà	[Sebng	the	baseline	where	you	can	start]	

	

[2]	Planning	and	Scoping	I	–	IniJal	Assessment	
		



HRIA	FOR	THE	PROJECT	

	

Desk	research	[e.g.]	
	

§  Please	refer	to	the	announcement	@	eTL		

§  [e.g]	A	catalogue	of	rights	(esp	p.85-95),	UN	
Websites,	the	list	of	ICCPR;	ICESCR	rights	from	the	
PPT	last	week	(substanJally	overlapping)		

	

§  Type	in	keywords	at	search	engines	
§  News	arJcles,	blogs,	academic	journals	etc.			

§  [e.g]	just	take	a	quick	look	at	a	couple	of	news	
that	can	tell	you	what	was	already	said	about	the	
use	of	similar	AI	system	in	the	same	sector.		

	

[2]	Planning	and	Scoping	I	–	IniJal	Assessment	
		



	

§  [e.g.]	Cases	concerning	hiring	and	recruitment	AI	system		



	

[For	instance]	Based	on	my	basic	understanding	of		
the	objecJves	&	features	of	the	system	of	my	choice		

	

[A]	lisUng	out	the	rights	&	freedoms	potenJally	impacted			
	

§  IoT	device	heavily	relying	on	speech	recogniJon	and	data	collecJon/use	via	
cloud;	two-way	conversaJon		

§  à	Rights	to	privacy	and	personal	data	protec3on	may	be	impacted	
	

§  Programmed	with	more	than	8000	dialogues	hosted	in	the	cloud;	talk	about	
“friends,	school,	dreams	and	fashion”	with	the	user	à	behavioral,	cultural,	and	
educaJonal	influence?		

§  Freedom	of	expression,	freedom	of	thought	and	diversity	etc.		
	

§  		Young	children	as	main	customers		

§  à	some	specific	rights	of	children?		

	

	[2]	Planning	and	Scoping	I	–	IniJal	Assessment	
		



	
	

[B]	Thinking	about	domesUc,	regional,	internaUonal	legal	
	instruments	relevant	to	evaluaJng	the	system		

(legislaJons	&	guidelines	related	to	those	rights	you’ve	listed	out)	
	

[e.g.]	Hello	Barbie	case:	right	to	privacy,	personal	data	protecJon,	freedom	of	
expression,	of	thought,	diversity,	any	specific	right	of	child?		
	

§  UDHR	
§  ICCPR,	ICESCR	(core	treaJes)	
§  UN	ConvenJon	on	the	Rights	of	Child	(core	treaJes)	
§  UN	Guiding	Principle	on	Business	and	Human	Rights		

§  Applicable	domesJc	law	
	

§  If	uncertain,	please	ask	me!	Happy	to	discuss	**	

	

	

	[2]	Planning	and	Scoping	I	–	IniJal	Assessment	
		



HRIA	FOR	THE	PROJECT	

	

Stakeholder	issues,	more	precisely	Q:	Whose	rights	and	whose	obligaUons?		
	

§  [A]	Whose	rights?	–	idenUfying	the	right-holders:	potenJal	groups	of	

people	whose	rights	may	be	impacted	
	

§  Context-dependent,	but	here	are	some	relevant	actors	
	

§  Target-users	of	the	AI	system	of	your	choice?	

§  Registered	customers?		

§  Groups	of	people	whose	data	is	collected	and	used?	(general	or	specific)	
		

	

	[3]	Planning	and	Scoping	II	–	Sekng	the	Scene	
		



HRIA	FOR	THE	PROJECT	

	

Stakeholder	issues,	more	precisely	Q:	Whose	rights	and	whose	obligaJons?		
	

§  [B]	Whose	obligaUons?	–	idenUfying	the	duty-holders:		

§  Who	has	obligaJons	to	respect,	protect	and	fulfill	those	specific	rights	
(impacted	by	AI	system	of	your	choice)?		

	

§  Context-dependent,	but	here	are	some	relevant	actors	
	

§  Service	developers	and	their	business	partners?	
§  Who	own	and	make	decisions	about	whether	to	employ	a	system?		

§  Who	are	involved	in	the	design	and	development?	Why	manage	and	
control	the	system	during	and	aler	deployment?		

	

	[3]	Planning	and	Scoping	II	–	Sekng	the	Scene	
		



	

§  [A]	Whose	rights?	–	idenUfying	the	right-holders:	potenJal	groups	of	people	
whose	rights	may	be	impacted	

	

§  Target/direct	users	–	most	likely	English-speaking	child?		

§  Any	other	groups	of	people?	
	

§  [B]	Whose	obligaUons?	–	idenUfying	the	duty-holders:	Who	has	obligaJons	
to	respect,	protect	and	fulfill	those	specific	rights	(impacted	by	your	system)?		

	

§  Manufacturer	–	MaXel		

§  Business	partner?		
§  Regulator?	

	

§  In	addiJon:	You	may	also	want	to	check	upon	territorial	target	area		

				[e.g.]	the	scope	of	distribuJon	
	



HRIA	FOR	THE	PROJECT	

	
	

§  [1]	Preliminary	stage	–	ObjecJves	and	Features		
	

§  [2]	Planning	and	Scoping	I	–	IniJal	Assessment	
	

§  [3]	Planning	and	Scoping	II	–	Whose	rights	&	Whose	obligaJons?		
	

§  [4]	Looking	into	the	Development	Process	with	QuesUons	:	Data	&	

Algorithmic	Development		
	

§  [5]	Measuring	–	The	Impact	of	AI	System	of	Your	Choice	&	Its	Seriousness		
	

§  [6]	EvaluaUng	with	Some	Parameters	(necessity,	subsidiarity,	balancing	etc.)		
	

	

Possible	Roadmap	for	Human	Rights	Impact	
Assessment	concerning	your	project		



HRIA	FOR	THE	PROJECT	

	
	

Development	process	of	the	product,	service,	and/or	system?		

–	Looking	into	the	life	of	AI	system		
	

§  Context-dependent,	but	here	are	some	relevant	actors				
	

§  How	is	it	created?	How	is	it	deployed	and	implemented?		

§  Is	it	properly	monitored	and	controlled?		
	

§  Human	rights	impact	stem	from	many	sources	throughout	the	development	
process	of	AI	system	(Don’t	limit	yourself!	Please	be	open-minded	&	creaJve)			

	
	

	

[4]	Looking	into	the	Development	Process	with	
QuesUons	:	Data	and	Algorithmic	Development	



	
	

Development	process	of	the	product,	service,	and/or	system?		
	

§  [A]	Data	collecUon	&	analysis	process	–	“Garbage	in,	garbage	out”	problem	
		

§  Quality	of	data	used	to	train	the	system	

§  The	ways	in	which	data	are	collected	and	processed		
	

Ø The	most	common	approach	is	to	look	at	these	two	and	start	from	here.	
Why?		

	

§  [B]	algorithmic	development	&	system	design	process	(context-dependent)			
	

§  [e.g.]	Certain	variable	you	wanted	AI	system	to	opJmize?	What	were	the	

variables	you	wanted	AI	system	to	take	into	consideraJon	as	it	operates?	
	

	

[4]	Looking	into	the	Development	Process	with	
QuesUons	:	Data	and	Algorithmic	Development	



	
	

[A]	Data	collecUon	and	analysis	process		
	

[e.g.	1]	Facial	recogniUon	technology	using	AI-based	system		
	

§  [feature	of	the	process:	data	scienJsts	and	AI	researchers	collect,	curate	and	
label	face	images]	---	you	may	ask,	for	instance	

	

§  Where	&	how	do	they	get	those	images	from?		

§  From	their	own	source	of	user	data?	Or	through	a	commercial	contract	with	
other	firms	that	have	such	data	etc.		

§  Subjects’	awareness	and/or	consent?	(depending	on	law);	

§  What	happens	aler	data	collecJon?		
	

	

	

	

[4]	Looking	into	the	Development	Process	with	
QuesUons	:	Data	and	Algorithmic	Development	



	
	

[A]	Data	collecUon	and	analysis	process		
	

[e.g.2]	Hello	Barbie		
	

§  [feature	of	the	process:	data	to	be	collected	via	speech	recogniJon	and	
conversaJon	recording]	---	you	may	ask,	for	instance	

§  Recording	of	dialogues	between	the	doll	and	the	users	–	awareness/
consent/noJficaJon?	

§  Any	third	parJes	are	involved	in	data	processing?		
§  What	else?		
	

	

[4]	Looking	into	the	Development	Process	with	
QuesUons	:	Data	and	Algorithmic	Development	



	
	

[B]	algorithmic	development	&	system	design	process	
	

[e.g.	1]	Facial	recogniUon	technology	using	AI-based	system		
	

§  [feature	of	the	process:	from	training	by	using	the	collected	face	data	to	
developing	general	facial	recogniJon	model]	---	you	may	ask,	for	instance		

§  Different	accuracy	for	different	members	of	demographics?	

§  If	yes,	then	you	connect	the	dot.		
	

	

	

	

[4]	Looking	into	the	Development	Process	with	
QuesUons	:	Data	and	Algorithmic	Development	



HRIA	FOR	THE	PROJECT	

	
	
	

§  [A]	Please	try	to	consider	both	posiUve	and	negaUve	impact	on	human	rights	
	

§  [B]	Please	note	that	the	impact	may	not	be	evenly	distributed	across	the	society	
as	well	as	for	different	groups	of	people		

		

§  [C]	If	negaJve	impact,	please	consider	the	seriousness	of	the	impact	
	

	

	[5]	Measuring	–	The	Impact	of	AI	System	of	Your	Choice	&	Its	Seriousness		



	

[B]	Impact	may	not	be	evenly	distributed	across	the	society	&	not	
be	the	same	for	different	groups	of	people	

	

§  [e.g.]	Using	AI-based	system	in	the	context	of	humanitarian	
aid	and	missions	(refugees	fleeing	war	and	oppression	from	
their	home	states)		

	

§  IdenJfying	informaJon	(e.g.	names,	hometowns	&	address)	
	

§  [e.g.]	Using	facial	recogniUon	system	in	the	public	place	like	
airport	

	

§  Persons	with	disabiliJes	(e.g.	Down’s	syndrome,	
achondroplasia,	clel	lip	or	palate,	or	other	condiJons	that	
result	in	facial	differences			

		
	

	

	[5]	Measuring	–	The	Impact	of	AI	System	of	Your	Choice	&	Its	Seriousness		



	

§  [A]	both	posiJve	and	negaJve	impact	on	human	rights		[B]	the	impact	may	

not	be	evenly	distributed	across	the	society	as	well	as	for	different	groups	

		

§  [C]	When	considering	negaUve	impact,	please	try	to	measure	the	

seriousness	of	the	impact		
	

ü [Likelihood]	probability	–	the	expected	consequences	on	HR	might	occur?		
	

ü [Actual	seriousness]	gravity	of	the	consequences;	and	possibility	of	
overcoming	those	impact?		

	

§  à	If	highly	likely	to	happen	&	amount	to	serious	violaUon,	greater	reasons	
to	provide	stronger	jusUficaUons	

	

	[5]	Measuring	–	The	Impact	of	AI	System	of	Your	Choice	&	Its	Seriousness		



HRIA	FOR	THE	PROJECT	

	
	

§  [1]	Preliminary	stage	–	ObjecJves	and	Features		
	

§  [2]	Planning	and	Scoping	I	–	IniJal	Assessment	
	

§  [3]	Planning	and	Scoping	II	–	Whose	rights	&	Whose	obligaJons?		
	

§  [4]	Looking	into	the	Development	Process	with	QuesUons	:	Data	and	

Algorithmic	Development		
	

§  [5]	Measuring	–	The	Impact	of	AI	System	of	Your	Choice	and	Its	Seriousness		
	
	

§  [6]	EvaluaUng	with	Some	Parameters	(necessity,	subsidiarity,	balancing	etc.)		
	

	

Possible	Roadmap	for	Human	Rights	Impact	
Assessment	concerning	your	project		



	

[e.g.]	balancing	&	proporJonality	–	more	relevant	to	examining	government	

agency’s	obligaJon	to	protect	the	rights	(impacted	by	AI	system	of	your	choice)			
	

§  [e.g.1]	Necessity:	whether	the	deploying	the	algorithm	is	the	best	opJon,	given	
its	impact	on	human	rights		

	

§  [e.g.2]	Subsidiarity:	when	choosing	between	alternaJves	(i.e.	btw/	several	types	
of	algorithms	or	algorithm	providers),	is	this	the	best	available	techniques?		

	

§  [e.g.3]	Balancing	human	rights	at	stake	with	the	public	interests	pursued	

		

	

	[6]	EvaluaUng	with	Some	Parameters		

	

v  Compile	what	you	have	found	from	phase	1	to	5	&	make	a	

comprehensive	assessment	AND	Evaluate	the	impact	with	some	
parameters	(+	any	recommendaJons	to	respond	to	negaJve	impact?)	

	


